
Marine microbial communities (consisting of bacteria, 
archaea, protists, fungi and viruses) process about one-
half of the global biogeochemical flux of biologically 
important elements, such as carbon, nitrogen, phos-
phorus, sulphur and iron1–4. These organisms include 
phototrophic and chemotrophic primary producers, as 
well as heterotrophic ‘secondary’ producers, which recy-
cle dissolved organic carbon and nutrients through the 
microbial loop5. In recent years, molecular analysis has 
made great strides in determining the organisms that 
are present at a given site and how they are distributed 
over space and time. Most of this information is derived 
from phylogenetic analyses using a few informative 
genes, such as the 16S and 18S rRNA genes6–8, but phy-
logenetic identification alone is insufficient to assess the 
environmental functions and ecology of the community. 
Although we are learning much about such functions via 
‘omics’ (metagenomic, metatranscriptomic, metaprot-
eomic and metabolomic analyses), such studies alone 
rarely provide the information that is needed to pre-
dict interactions, competition for nutrients, symbioses 
and other processes that determine the overall roles of 
the distinct organisms in the sea. Therefore, additional 
information, beyond that which can be derived from 
omics, is needed to predict community functions and 
interactions between organisms. Towards this goal, 
a great deal can be learned by evaluating the dynam-
ics of community composition and the corresponding 
environmental parameters to determine the extent to 
which such dynamics follow predictable patterns, and 

potentially to show which organisms interact and how. 
In the context of this Review, the term dynamics is used 
to refer to changes in the abundance of various mem-
bers (or populations) in a community, but not necessar-
ily changes in the physiological state of these members; 
the term community is used here to refer to the types of 
microorganisms present and their relative proportions. 
The time-series approach, which involves evaluating the  
dynamics of microbial community composition and 
the surrounding environment over multiple time points 
(BOX 1), including the subsequent analysis of the large 
data sets that are created (BOX 2; FIG. 1), can be considered 
a holistic, system-wide investigation that complements 
the more reductionist approaches of examining the  
system gene by gene or protein by protein.

Recent studies of marine community dynamics over 
various timescales, from diel to interannual, have illu-
minated not only the environmental conditions that 
are preferred by individual microorganisms but also 
the likely interactions among these organisms and the 
emergent properties of the system as a whole. In par-
ticular, these studies have shown that marine microbial 
communities are dynamic (in a constant state of flux) 
but also resilient, which means that their behaviours 
are broadly predictable in terms of typical features of 
daily, seasonal and interannual variation in community 
composition. This implies that despite external forces 
that alter the community (such as temperature, nutri-
ent supply and physical mixing), there are internal feed-
back mechanisms, including competition, viral infection 

Phototrophic
Organisms that can transform 
light energy into biologically 
usable (chemical) forms. A 
photoautotroph obtains its 
biomass carbon from fully 
oxidized carbon (that is, 
carbon dioxide) and a 
photoheterotroph obtains its 
biomass carbon from reduced 
carbon (for example, organic 
matter).

Chemotrophic
Organisms that can obtain 
energy from chemical 
reactions. A chemoautotroph 
obtains its biomass carbon 
from carbon dioxide, and a 
chemoheterotroph obtains its 
biomass from reduced carbon.
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Heterotrophic
Organisms that obtain their 
biomass from reduced carbon.

Microbial loop
The microbial components  
of the food web — such as 
bacteria, archaea, protists  
and viruses — which together 
process the recycling and 
return of dissolved organic 
matter back into the ‘classical’ 
food web (the food web that is 
more traditionally related to 
the transfer of particulate 
organic matter, including 
organisms).

and predator–prey interactions, that help to maintain 
a remarkably steady ‘average’ community year after 
year, even in seasonally changing habitats. Dynamics 
also show that correlations differ among organisms 
depending on the timescale that is examined, which 
indicates that different processes operate at different 
scales. Furthermore, comparisons of dynamics among 
organisms help to determine which microorganisms 
are members of distinct ecological species, in the sense 
of having differences in ecological properties, and can 
point to what those differences are and their causes. In 
this Review, we explore the evidence for microbial com-
munity dynamics and the processes that lead to them, 
as well as the approaches to use these dynamics to learn 
more about potential interactions among microorgan-
isms. The scope of this Review includes a focus on bacte-
ria and archaea, for which whole-community molecular 

analyses are well developed and data sets are available. 
Owing to space limitations, an extensive discussion of 
protistan and phage dynamics is excluded, although 
some prominent examples are highlighted.

What processes drive dynamics at different scales?
Microorganisms change over multiple timescales and in 
response to different forces, including both biological 
and non-biological properties of the environment that 
drive changes in microbial community composition. As 
the typical average generation times of marine plankton 
are approximately a day in surface waters, and longer in 
deep waters1, substantial changes in community compo-
sition in less than a few hours are not expected; there-
fore, this discussion addresses changes over timescales of 
hours and longer. Important timescales and likely forc-
ing functions are outlined below, and these often overlap 
with each other.

Hours. The physiological response of microorganisms 
to changing conditions can occur rapidly, but composi-
tional changes observed at subdaily timescales can only 
occur in communities in which organisms replicate rela-
tively rapidly. Candidates for change on this timescale 
are copiotrophic organisms (often Gammaproteobacteria, 
Flavobacteriia, certain Alphaproteobacteria and others) 
that can grow rapidly, and although these taxa are usu-
ally rare in seawater, they can quickly become abun-
dant under suitable conditions9. Community changes 
that occur on the scale of hours might also result from 
rapid selective cell death, but this has not yet been doc-
umented. Changes in community composition at this 
scale can result from both predictable and unpredict-
able causes. Among the predictable changes are the day–
night cycle of primary productivity, internal clocks and 
interactions with vertically migrating plankton (such as 
during grazing). A diel periodicity of whole-community 
bacterial productivity10–12 and abundance is sometimes 
observed, which has been suggested to be a community 
response to higher daytime production10,11. Among par-
ticular taxa, cyanobacteria have a diel pattern of abun-
dance, which is probably due to the synchronization 
of cell division with the photoperiod13. Unpredictable 
short-term changes include those induced by storm 
or wind events (which induce upwelling and deposit  
allochthonous material) and those that are consequences 
of biological interactions, such as competition, grazing, 
sloppy feeding, viral infection and lysis, and cross-
feeding. The response to wind events can take less than a 
day, which occurred,  for example, during a strong event 
in the Red Sea in which diatoms showed an approximate 
28‑fold increase in abundance in 24 hours14.

Daily to weekly. In the offshore surface ocean, estimated 
whole-community biomass turnover times (which are 
derived from microbial growth rates) range from less 
than a day to about a week1. Therefore, this timescale 
is suitable for the observation of microbial variation in 
response to environmental variation. The forces that 
vary substantially on this scale include weather, meso
scale oceanographic processes (for example, eddies that 

Box 1 | Temporal dynamics versus spatial variation

All biological systems are dynamic on one or more scales. The term ‘dynamics’ 
specifically refers to changes over time, and temporal changes in microbial 
communities result from growth and death, as well as the import and export of each 
organism present in the community. Intraspecies evolution, resulting in the emergence 
of variants with new combinations of traits, may also contribute to community 
dynamics, but this is beyond the scope of this discussion.

Dynamics are relatively straightforward in closed, artificial systems (such as 
bioreactors, in which import and export are constrained), but such closed systems are 
rare to non-existent in nature, and the sea is a particularly open and complex 
environment. In marine systems, dynamics are complicated by water mixing and 
advection via currents (which are directional) and eddies (which typically swirl). 
Sampling of dynamics in the sea is traditionally carried out by two alternative 
time-series sampling modes: Lagrangian, in which the sampling attempts to follow the 
prevailing current; and Eulerian, in which the sampler remains at a fixed geographic 
location and currents will move water past the sampling location. Lagrangian sampling 
attempts to track a ‘parcel’ of water as it moves, but in practice even Lagrangian 
sampling does not track a parcel of water because eddies mix the water and there are 
no truly stable parcels. Thus, the movement and mixing of water need to be considered 
when interpreting the dynamics of marine microbial communities to avoid confusing 
temporal dynamics with spatial variation. Most ocean time-series studies tend to use 
Eulerian sampling for practical and logistical reasons; Lagrangian sampling is 
impractical in studies that are carried out over the course of more than a few weeks.  
It is also important to consider horizontal and vertical scales separately, because  
much of the ocean is stratified vertically, with restricted vertical mixing; thus, 
physicochemical and biological gradients can be on scales of metres (or less) vertically.

The extent to which water mixing (which drives the import and export of organisms) 
alters the composition of a parcel of water is determined by the composition of the 
adjacent water. Thus, although horizontal mixing occurs all the time (via diffusion and 
eddies), a parcel of water can have a stable microbial composition as long as the 
microbiologically important conditions (for example, temperature and nutrient 
concentrations) are consistent in the surrounding water. From the limited available 
data, it seems that the size of a typical microbiologically coherent parcel (with a 
consistent microbial community composition) is in the order of 2–20 km in horizontal 
extent105,106. However, at fronts where conditions such as temperature or chlorophyll 
levels change abruptly, sharper gradients in microbial composition are expected. In any 
case, the difficulty of distinguishing changes in time from changes in space is a practical 
problem that biological oceanographers must live with, often not fully satisfactorily.

Notably, this discussion refers to planktonic organisms, which by definition move with 
the currents. Most marine bacteria, archaea and viruses are so small that they do not 
sink. However, some larger microorganisms (for example, larger protists such as diatoms 
and ciliates), and the bacteria that are attached to such particles, sink. Thus, the 
composition of microbial communities in the deep sea, fed primarily from sinking 
particles, is no doubt greatly influenced by sinking particles and the nutrients and 
microorganisms that they transport.
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Fronts
Boundaries in the sea between 
different water masses,  
across which environmental 
conditions (for example, 
temperature and nutrient 
concentrations) change 
abruptly, similar to weather 
fronts on land where there are 
abrupt changes in temperature 
and humidity.

Copiotrophic
Organisms that generally rely 
on relatively high concentrations 
of nutrients and have rapid 
maximum growth rates.

are tens to hundreds of kilometres wide), interactions 
with larger organisms (from protists to fish), food-web 
cascade effects and microbial interactions involving all 
types of viruses, bacteria, archaea and protists.

The daily‑to‑weekly timescale is appropriate for 
studying dynamics associated with phytoplankton blooms, 
which have a direct influence on the composition of 
bacterial and archaeal communities via cross-feeding 
interactions and the effects of toxins or other allelopathic 
substances, as well as an indirect influence through oxy-
gen depletion and injury or death of larger organisms (if 
the bloom is toxic). Changes in the composition of a bac-
terial community in response to phytoplankton blooms 
is informative because the response is typically dramatic 
and often occurs in several stages, which can facilitate the 

identification of causal factors15–17. The species of phyto-
plankton present during the course of a bloom can be 
variable, as with the bacterial response, but in general a 
few copiotrophic bacterial lineages have been repeatedly 
shown to be involved: Flavobacteriia, Rhodobacter spp. 
and Gammaproteobacteria17. One study15 that examined 
phytoplankton blooms on the daily‑to‑weekly scale in 
the North Sea followed the physiological and abun-
dance successional patterns of bacteria associated with a  
diatom bloom. Bacteroidetes (including Flavobacteriia) 
were succeeded by Gammaproteobacteria (Reinekea 
spp. and SAR92), other Flavobacteriia members and 
Alphaproteobacteria (the Roseobacter clade-affiliated 
(RCA) group) over a period of weeks. The Flavobacteriia 
expressed enzymes that degrade polymers and particles 
(algal cells and their decay products), and were suc-
ceeded by other taxa that degrade polymers, which have 
a competitive advantage at intermediate concentra-
tions of dissolved organic matter15. When total bacterial 
counts declined towards the end of the succession, the 
SAR11 cluster, which is thought to have a competitive 
advantage at low concentrations of dissolved organic 
matter, increased in relative abundance. In Monterey 
Bay, California, heterotrophic bacterial communities 
associated with phytoplankton blooms varied between 
seasons, depending mostly on the bacterial taxa that 
were already seasonally enriched18.

Monthly to seasonal. Forcing functions that vary at this 
scale include changes in solar angle (including associated 
changes in light intensity and ultraviolet penetration of 
the ocean), seasonal weather patterns (such as winds and 
storm frequencies), seasonal upwelling and the associated 
changes in nutrient availability, and stratification, the four 
of which are interrelated (the first is weakly related to the 
last three, which are closely related). Other forcing factors 
include changes in temperature and day length; seasonal 
variation in land runoff and atmospheric deposition; and 
interactions with larger organisms and other microbial 
species, which can all be influenced by the same perva-
sive environmental factors. Importantly, monthly sam-
pling is the most common interval in major long-term 
ocean time-series studies, so this is discussed in more 
detail below. When referring to ‘seasonal’ patterns, it is 
implied that there is an annual repeating pattern, not just 
changes over a period of a few months or a year. Hence, 
data need to be collected over several years (ideally con-
secutive years) to convincingly show that a pattern is pre-
dictably seasonal rather than just changing over months. 
Nevertheless, patterns are often thought to be seasonal 
when they seem to be driven by physical and chemical 
factors that occur on a seasonal basis. Notably, because 
of seasonal winds, currents and upwelling, some seasonal 
changes in composition may reflect advection of different 
communities from adjacent waters rather than internal 
dynamics (BOX 1), which is not unique to this timescale.

Interannual. Forcing functions that are most variable 
at this scale include the El Niño Southern Oscillation, the 
Pacific Decadal Oscillation, stochastic year‑to‑year weather 
and/or climate variability, directional climate change 

Box 2 | Methods for the analysis of time series and microbial networks

Whole-community ordination. Whole-community ordination approaches summarize 
multivariate data by depiction in two (and sometimes more) dimensions107. In non-metric 
multidimensional scaling, similar samples are plotted near each other; such analysis has 
revealed dynamics across depths and between seasons at the Bermuda Atlantic 
Time-series Study (BATS)28,29. Canonical correspondence analysis enables samples and 
species to be examined in the context of seasonal factors and other factors, such as 
chlorophyll concentrations. It has been used to link environmental and biotic variability 
to bacterial community structure in a short time-series of the North Sea108. All ordination 
approaches can simplify considerable complexity, but some patterns in community 
dynamics can be lost, necessitating the application of other analytical methods29,33.

Identifying seasonality and long-term patterns. Discriminant function analysis (DFA) 
uses machine learning to ‘predict’ categorical variables from community structure 
(using mathematics, after the event has occurred). For example, it showed a predictive 
relationship between the bacterial or viral community composition alone and the 
month of sampling, which was interpreted as demonstrating seasonality in microbial 
community composition48,52. As this application of DFA searches through the data for 
only a fraction of the available taxa (typically <30 bacterial or viral types) that show the 
desired pattern, it ignores organisms that may constitute the majority of the community 
if they are not seasonal. Bray–Curtis analysis pseudo-autocorrelation (FIG. 1) detects 
both seasonal and long-term time-series patterns by quantifying dissimilarity between 
a pair of samples and then plotting the time difference against community similarity.  
It is used to detect variability on daily, monthly and longer timescales46,50,54,56. The 
advantages of this method include statistical verifiability with Mantel and other tests, 
and that it is a more direct measurement of variability than DFA. However, it can fail to 
detect patterned variability of some taxa if the majority of the community varies on 
other scales, as this overwhelms the signal of rarer operational taxonomic units. Other 
methods include Mantel tests, which determine whether two similarity matrices are 
positively correlated and have been used with Bray–Curtis analysis to verify seasonal 
and long-term patterns. These are robust to non-normal data. Partial Mantel tests can 
factor out otherwise overwhelming variables, such as seasonality and long-term 
variability, to identify how parameters of interest influence community variability56.

Association networks. In microbial ecology, association networks have been most 
commonly generated from pairwise correlations (or sometimes other mathematical 
relationships) among complex data sets. In addition to connections between individual 
microbial groups, the networks display emergent properties, such as the degree of 
interconnectedness, which relates to characteristics of the community associations88,89.

General additive mixed models. General additive mixed models (GAMMs) enable the 
investigation of individual parameters for seasonality and other trends56. In time-series 
analysis, GAMMs tolerate autoregression within parameters (samples that are closer in 
time tend to be similar) and unevenly spaced data. The mathematics behind GAMMs is 
complex and newly developed, so they have been rarely used to date.

False discovery rate calculations. Community analysis involves relating many 
parameters, which greatly increases the probability of spurious correlations. Calculating 
Q values (also known as false discovery rates109) allows researchers to keep the numbers 
of false positive results low enough to make informative conclusions about data.
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Grazing
In the context of plankton, 
grazing refers to the removal of 
organisms by a predatory or 
herbivorous organism.

Upwelling
The physical upward vertical 
transport of water from deeper 
to shallower depths (often 
caused by seasonal offshore 
winds near a coast). In the 
context of this Review, it refers 
to water and its accompanying 
nutrients entering the euphotic 
zone from below.

Allochthonous material
Material that is derived from 
an external source, as opposed 
to autochthonous material that 
is generated internally.

Eddies
Swirls of water motion caused 
by flow around objects or by 
instabilities inherent in the 
motion of density-stratified 
water on a rotating Earth. 
Ocean mesoscale eddies are 
typically 10–500 km in 
diameter.

Autoregression
Refers to the phenomenon  
in which samples that are 
collected closer to each other 
(in space or time) tend to be 
more similar to each other than 
those further separated.

Phytoplankton
(Also known as photosynthetic 
plankton). Single-cell 
photosynthetic organisms  
that form the basis of the 
marine food web, including 
cyanobacteria and many  
kinds of protists (such as 
diatoms, dinoflagellates, 
coccolithophores and others).

Allelopathic
An organism is termed 
allelopathic if it produces 
biochemicals that influence  
the growth, behaviour and 
reproduction of other 
organisms, with negative 
allelopathy adversely affecting 
the target organisms. The 
chemicals are generally not 
required for metabolism and 
include compounds such as 
antibiotics or repellants.

(trending in one direction, such as anthropogenic global 
warming and ocean acidification19–21), other anthropo-
genic regional environmental changes (such as hypoxia 
and anoxia caused by eutrophication22) and food-web 
cascade effects due to variations in larger organisms, 
such as fish. Other forces operating at this scale include 
alterations in entire ecosystems owing to overfishing, 
invasive species or general environmental degradation. 
Furthermore, there are even longer-term climatological 

variations at time scales much longer than decades, 
which emerge owing to geological and astronomical 
processes that are associated with changes in micro-
bial assemblages: for example, foraminiferal sp. have 
been shown to vary over scales of tens to thousands of 
years23,24, and diatom25 and dinoflagellate26 populations 
have trended towards species with smaller cell sizes over 
the past 50 million years owing to, among other vari-
ables, increased stratification (which generally decreases 
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Stratification
The layering of water by 
density, which is caused by 
variations in temperature and 
salinity. As vertical mixing 
eliminates stratification, the 
existence of stratified water 
indicates that there is no 
significant vertical mixing over 
the stratified depth range.

El Niño Southern Oscillation
(ENSO). The effect of long-term 
variations in sea surface 
temperatures, primarily in the 
eastern Pacific Ocean, with 
anomalies lasting several 
months. Although the 
underlying causes are not fully 
known, it is correlated with 
pressure variations along the 
entire Pacific Basin and it 
affects upwelling, productivity 
and global weather patterns.

Pacific Decadal Oscillation
A long-term (20–30‑year) 
oscillation of temperatures in 
the Pacific Ocean north of 
20 degrees.

Euphotic zone
The upper layer of an aquatic 
water column that has 
sufficient light to support  
net photosynthesis.

nutrients in surface waters). These changes can be 
explored via the fossil record and by examining chemical 
or isotopic signatures. Paleo-oceanographic time series 
such as these, which retrieve useful information about 
past events in the ocean, are complementary to those 
that measure present-day dynamics.

The timescales at which marine microbial evolution 
(for example, through mutation, horizontal gene trans-
fer and selection) occurs for the creation of ecologically 
distinct ‘new’ organisms are currently unclear, and it is 
also unclear whether such changes are important driv-
ing forces or occur as a response to driving forces, com-
pared with compositional changes by rearrangement 
and selective growth among pre-existing microbial taxa.

Long-term time series
The most straightforward approach to observe the 
dynamics of marine microbial communities is through 
the use of oceanographic time-series studies that meas-
ure the composition of the microbial community. There 
are a few long-term studies at major time-series sites (as 
discussed below) and many small-scale studies, all of 
which typically examine the underlying physical and/or 
chemical oceanographic features, such as temperature, 
salinity, and chlorophyll and nutrient concentrations, 
which have a strong influence on microbial dynamics.

Bermuda. The Bermuda Atlantic Time-series Study 
(BATS) samples the subtropical waters (~33° N) of the 
northern Sargasso Sea27. The annual winter convective 

mixing of waters in this region (down to depths of  
160–200 m), followed by re‑stratification, leads to 
changes in the overall composition of the microbial 
community28–33. This is reflected in seasonal variabili-
ties in temperature, inorganic nutrients and chlorophyll 
concentrations in the top 200 m of the water column27,34, 
with fewer seasonal changes occurring in deeper waters. 
An important feature of most temperate surface waters, 
including those at BATS, is the spring bloom, in which 
re‑stratification of the water column after winter mixing 
causes an overall increase in phytoplankton abundance 
and production (in other words, net growth), along with 
changes in the composition of the phytoplankton com-
munity35–38. Moreover, because phytoplankton form the 
base of the food web, this bloom leads to an increase in  
the abundance of bacterioplankton28, which is also 
reflected in a changing bacterial community structure28. 
The dominant bacteria in the upper water column at BATS 
include seasonal subclades of SAR11, SAR86, SAR116 and 
the cyanobacteria Prochlorococcus and Synechococcus. 
Analysis of BATS communities has suggested that sea-
sonal variation is strongest in the upper euphotic zone and 
that a dichotomy in surface-water communities exists, 
which is caused by the mixing of waters during the winter 
and early re‑stratification, and the increase in stratifica-
tion during the summer and autumn months. Recently 
mixed water in the euphotic zone has a higher concentra-
tion of nutrients and is dominated by phytoplankton and 
presumably bacterial species that are adapted to the com-
paratively higher nutrient levels, including the metabolites 
released by the phytoplankton. In the summer, the water 
is more stratified and a greater number of oligotrophic 
taxa, such as most SAR11 strains and SAR86, dominate 
the nutrient-poor surface waters. Prochlorococcus are the 
dominant photosynthetic organisms in the summer, and 
their abundance peaks in the deep chlorophyll maximum 
layer. The abundance of viruses also varies on a seasonal 
scale and positively correlates with the abundance of 
Prochlorococcus and Rhodobacteraceae, and negatively 
correlates with that of SAR11 and Synechococcus. These 
dynamics suggest that, compared with Prochlorococcus, 
SAR11 may be regulated differently by viruses and that 
viruses have a role in seasonal succession patterns39. Rare 
copiotrophic taxa have more irregular patterns than 
organisms that are more abundant33. Some notable low-
abundance (rare) bacteria from the Vibrionaceae and 
Alteromonadaceae families occasionally bloom, sub-
stantially increasing in abundance for a short period of 
time and then declining33. Microbial community dynam-
ics in the Sargasso Sea (and probably elsewhere) are also 
driven by the movement of ~200 km mesoscale eddies40,41. 
Analysis of the distribution of microbial taxa across a 
mode-water (anticyclonic but upwelling) mesoscale eddy 
near BATS showed enrichment of certain taxa (for exam-
ple, roseobacters) that prefer higher levels of nutrients 
and phytoplankton growth near the surface, in addition 
to upward transport of mesopelagic species42.

Hawaii. The Hawaii Ocean Time-series (HOT) is located 
in the North Pacific Gyre, 100 km north of Oahu, at the 
northern boundary of the tropics (~22° N)43. Compared 

Figure 1 | Resilience and predictability of community composition.  a | A Bray–Curtis 
similarity plot (Bray–Curtis pseudo-autocorrelation; see BOX 2) of samples collected on a 
monthly basis at a depth of 5 m for over a decade at the San Pedro Ocean Time-series 
(SPOT), which were analysed by ARISA (automated ribosomal intergenic spacer 
analysis)46. Each data point is the average of pairwise measurements of samples collected 
‘x’ number of months apart: for example, the first point shows the average similarity of all 
pairs of samples collected 1 month apart, the second point from all samples taken 
2 months apart, and so on, with the last point representing the average similarity of the 
first and last samples. The sinusoidal pattern, with peaks every 12 months and troughs 
6 months after each peak, indicates that community composition follows a seasonal 
pattern. There is a downward trend over the first 4 years (straight green line with steep 
slope), which indicates interannual variability, whereas this trend plateaus over time, 
suggesting long-term stability of the average community. Error bars indicate 95% 
confidence intervals. b | A similar plot to that in part a, in which ARISA was used but the 
samples were taken at a depth of 150 m. The absence of a sinusoidal pattern indicates 
that seasonality in community composition is not demonstrated at this depth, and the 
gentle downward trend (green line) indicates a degree of long-term variability. Error bars 
indicate 95% confidence intervals. c | A similar Bray–Curtis similarity plot to those in 
parts a and b (generated using ARISA) but with higher resolution as a result of daily 
sampling over a period of 35 days at a depth of 1 m, followed by multiple samples that 
were taken weekly, up to a total of 85 days54. Small grey circles represent individual 
pairwise similarities, and large black circles represent the mean, with black bars showing 
95% confidence intervals. That is, the first black point is the mean similarity of all samples 
taken 1 day apart and the grey points above and below it are individual pairwise 
comparisons, the second black point and grey points above and below it are from 
samples taken 2 days apart, and so on. d | A similar plot to that in part c but analysed by 
16S rRNA tag sequencing76. The red horizontal dashed lines and error bars in parts c and 
d represent the mean and 95% confidence intervals of the Bray–Curtis similarities 
between replicate DNA samples (the mean is 0.8 for ARISA and 0.9 for tag sequencing). 
Notably, the ARISA and 16S rRNA tag sequencing results are very similar, but with a slight 
increase in similarity when tag sequencing is applied. Parts a and b are from REF. 56, 
Nature Publishing Group; and part c is from REF. 54, Nature Publishing Group.
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Anticyclonic
A type of motion. In 
oceanography, it refers to the 
circulation of water around a 
region of high pressure. In the 
Northern Hemisphere, water 
rotates clockwise when viewed 
from above.

Mesopelagic
The middle of the ocean water 
column, below the euphotic 
zone and above the sea floor 
and the ‘abyssal zone’, which is 
usually defined as the water 
below average depth of the 
world ocean (approximately 
4,000 m).

Estuarine outflow
Water passing from a river (low 
salinity) to the sea (normal 
ocean salinity).

Ephemeral niches
Sites at which specific 
environmental conditions exist 
for only a relatively short 
period of time.

with the sea surface at BATS, the sea surface at HOT 
has less annual variability in temperature, mixed layer 
depth and inorganic nutrient content44. Microbial com-
munities at HOT stratify by depth and show less seasonal 
variability than those at BATS31. Some seasonality is evi-
dent at the surface and at certain depths above 200 m 
(for example, seasonal variation is strong at 75 m but not 
at 45 or 100 m)45, suggesting that seasonal effects may 
be influenced by depth-specific features. Nevertheless, 
many of the microbial taxa co‑occurred with other taxa 
or were positively correlated with certain environmental 
parameters, such as pH and nitrogen availability45. In 
terms of the abundance of dominant populations, the 
surface community present at HOT during an entire year 
is similar to the summer surface community at BATS31.

Southern California. The San Pedro Ocean Time-series 
(SPOT) is in the San Pedro Channel, which is ~20 km 
off the coast of Southern California. Similarly to BATS, 
it has a subtropical latitude (~33° N); however, the water 
temperature is cooler than that of BATS owing to the 
southbound California Current and regional seasonal 
upwelling. SPOT is situated above the deepest part of the 
San Pedro Basin at a depth of 890 m; owing to restricted 
horizontal water flow in the basin at depths below a few 
hundred metres, the oxygen concentration decreases 
with depth to a few micromoles per litre near the sea 
floor. Seasonal factors at SPOT include both seasonal 
mixing in the top ~40 m46 as well as seasonal variability 
in current structure at the San Pedro Basin47.

Sampling over the course of a decade has shown 
that the microbial communities at SPOT vary season-
ally46,48–50 and are dominated by various members of the 
SAR11 cluster, Actinobacteria, and the cyanobacteria 
Prochlorococcus and Synechococcus. The T4‑like myovi-
rus superfamily51— which has a broad host range and 
infects Cyanobacteria, Proteobacteria and other bacterial 
phyla — has been studied by a fingerprinting approach 
based on the conserved g23 gene. This has revealed that 
these viruses also vary seasonally at the surface and that 
the abundance of many correlates with that of specific 
bacteria52,53. On a daily-to-weekly scale, the bacterial and 
T4‑like viral communities at the water surface undergo 
modest day‑to‑day changes, with several viral taxa cor-
relating (usually with a delay of 1–5 days) with specific 
bacterial taxa54. Microbial communities in deeper waters 
(at depths of 150, 500 and 890 m) are dominated by 
dynamic Thaumarchaea55, Marine Group A, SAR324, 
Nitrospina spp., Flavobacteriia and other unnamed ‘deep’ 
SAR11 clades56, and only modest changes in average 
bacterial composition were observed at 500 m over the 
course of the time series57. Ammonia-oxidizing archaea 
in the lower euphotic zone correlate with members of 
SAR11, SAR86 and Bacteroidetes58. Initial examination 
of data collected over 8 years showed moderate vari-
ability but little seasonality in the community at 890 m, 
which is just above the sea floor50. However, the analy-
sis of data collected over 10 years using an alternative 
statistical approach has shown that the entire microbial 
community changes seasonally at both the surface and 
890 m but not at intermediate depths56. This suggests that 

sinking organic particles, which also vary according to 
season and originate at the ocean surface, pass through 
intermediate depths too rapidly to make the entire com-
munities at those depths change on a seasonal scale. By 
contrast, the accumulation and degradation of such 
particles on the sea floor has a more pervasive influ-
ence on the composition of the community in the over
lying water. Despite the lack of community seasonality 
at intermediate depths, individual taxa did show sea-
sonal variation at every depth, which suggests that some 
microorganisms may respond to seasonal variations in 
particle flux56.

Western English Channel. Station L4 in the western 
English Channel is located 10 km off the southwest 
coast of England, over a shallow continental shelf, and 
has a depth of 55 m59,60. In the northern temperate zone 
at ~50° N, it is situated at a boundary between oceanic 
and coastal environments and is influenced by estuarine 
outflow from Plymouth Sound and seasonal mixing in 
the winter to a depth of ~35 m60,61. Microbial popula-
tions at the surface have been studied by monthly sam-
pling over a period of 6 years, and their composition 
varies strongly according to season, with large shifts 
in the entire community over the year and the highest 
diversity during the winter61,62. In 1 month out of the 
6 years (which coincided with a diatom bloom), a Vibrio 
sp. dominated the community, even though it was rare 
during the rest of the time series, demonstrating the 
ability of some rare taxa to take advantage of ephemeral 
niches, similar to (but more dramatic than) what was 
reported at BATS33.

Northwestern Mediterranean Sea. There are two micro-
bial observatories in the northwestern Mediterranean 
Sea, located just over 100 km from each other, in the 
temperate zone at ~42° N. The Banyuls observatory is 
~4 km off the coast of Banyuls, France, and the Blanes 
Bay Microbial Observatory (Spain) is to the west and 
~1 km offshore. The surface waters at both stations show 
seasonal variability, particularly in temperature, light 
levels, rainfall and stratification63, with winter mixing 
in the Northwest Mediterranean Sea extending down 
to 100 m below the surface64. Bacterial community sea-
sonality, which is inferred in terms of relative species 
abundance, was reported over two 1‑year time-series 
studies in Blanes Bay in 1997 and 2003; seasonal groups 
of bacteria included SAR11, which are also seasonal 
in other environments, such as BATS65,66. The study of 
archaeal communities over a 4.5‑year period at Blanes 
Bay showed that the relative abundances of archaea 
and the proportions of various Group II Euryarchaeota 
(MGII) and Group I Thaumarchaeota (MGI) were found 
to follow a seasonal pattern of variation67. At Banyuls, the 
presence of both archaeal rDNA and rRNA was exam-
ined, which showed that there was seasonal variability 
of both abundant and rare archaea68. This study clearly 
showed that taxa within both MGI and MGII have dif-
ferent dynamics. For example, multiple taxa within MGI 
and MGII change seasonally but vary distinctly from 
each other, which suggests that they each have a unique 
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Ecological niches
(Here we use the version of  
the concept popularized  
by G. E. Hutchinson). The 
multidimensional properties  
of the lifestyle of an organism 
or population, including the 
resources it uses, preferred 
temperatures, pressures,  
light levels and spectra, 
salinities, pH, redox state;  
its competitors, predators,  
prey, parasites, pathogens, 
symbionts; its alteration of  
its own habitat, and any other 
environmental factors that 
influence its growth and 
survival. The concept of an 
ecological species refers to  
a species that occupies a 
particular multidimensional 
niche that is distinct from 
others.

Bray–Curtis similarity
A pairwise comparison of two 
communities, whereby each 
community composition  
has been described by the 
proportions of comprising taxa, 
and the similarity is calculated 
as the total of all the shared 
proportions of all the taxa in 
both communities. It ranges 
from 0, when no taxa are 
shared, to 1, when all taxa are 
present in the same proportions 
in both communities.

response to different combinations of environmental 
factors, such that they can be considered to have differ-
ent ecological niches. Therefore, this is a clear example of 
how dynamics can contribute to our understanding  
of taxa and their distinct niches.

Broader interpretations
Seasonality between sites. By comparing microbial 
dynamics between the different sites described above, 
consistent patterns begin to emerge. For instance, 
microbial communities show more seasonal variation in 
illuminated surface waters than in darker deep waters, 
which is consistent with the seasonal variation in sun-
light and the observation that there is more seasonal var-
iation in the physical and chemical properties of surface 
waters. Although seasonal variation is observed at all of 
the major time-series sites, it is weakest at HOT, inter-
mediate at SPOT and strongest in the English Channel. 
This is unsurprising, as seasonal changes in microbial 
community composition reflect seasonal changes in the 
environment, which generally increase with distance 
from the tropics.

Overall stability and predictability. Large data sets from 
time-series studies offer a unique insight into the main 
factors that control microbial dynamics because they 
enable long-term relationships to be examined, which 
averages out the noise from measurements of commu-
nity composition and from daily or monthly fluctuations 
(BOX 2). A powerful approach that identifies patterns at 
multiple timescales involves plotting the average differ-
ences in overall community composition (as measured 
by the Bray–Curtis similarity) as a function of the time 
lag between samples46,50,54. High similarity in commu-
nity composition over time implies temporal stability, 
whereas low similarity implies that the community is 
changing. The monthly plot for surface waters at SPOT 
(FIG. 1a) shows a remarkable pattern of sine-wave-like 
variability, with clear peaks in similarity every 12 months 
(the same month of the year), and minima occurring 
6 months after each peak. Similarly, a strong annual 
periodic pattern was also reported in a 6‑year study of 
the western English Channel50,61. Together, these studies 
reveal that communities are more similar to each other 
during the same season of the year (even when they are 
several years apart), whereas the community composi-
tion is most different when comparing opposite seasons 
(those 6 months apart). Furthermore, the average simi-
larity declines a little between the shortest time lags (of 
up to 4 years) and then it levels off, which implies that 
samples that are 1 year apart are slightly more similar 
than those 2, 3 or 4 years apart, but once samples are 
4 years apart the average similarity remains the same 
until they are at least 10 years apart. By contrast, the 
monthly plot for a depth of 150 m56 shows no obvious 
seasonality and a slight decline in average similarity over 
a decade (FIG. 1b).

It could be argued that because the average Bray–
Curtis similarity values in these plots (FIG. 1a,b for 
SPOT; western English Channel50 not shown) are only 
about 40–50%, these communities are not particularly 

similar overall. However, if there were secular changes 
in the long term (for example, loss of species or success-
ful invasions) or even long-term changes in the relative 
abundances of existing taxa, the slope of the average 
would continue to decline substantially with increas-
ing lags. Notably, this does not occur in surface waters 
(FIG. 1a; western English Channel50 not shown), and the 
average similarity only declines slightly at a depth of 
150 m (FIG. 1b). This suggests that there are clear limits 
on the variation in community composition over the 
entire period studied and that some kind of ecologi-
cal ‘invisible hand’ is operating, such that the average 
proportions of the various microbial taxa persist over 
at least a decade. The invisible hand metaphor refers 
to how the cumulative effect of individuals working in 
their own self-interest, through various feedback pro-
cesses, leads to well-regulated community function 
without any centralized control mechanism, similar to 
Adam Smith’s description of economic markets being 
regulated by combinations of individual self-interests. 
We propose that the invisible hand involves negative 
feedback mechanisms including the biological and 
physiochemical conditions that control microbial com-
munity composition. Some aspects of such an invisible 
hand are beginning to be revealed: for example, the rapid 
evolution and trade-offs between phage susceptibility  
and resistance in marine cyanobacteria69,70, whereby 
phage resistance either reduces the bacterial growth rate 
or increases susceptibility to other phages. Meanwhile, 
some phages have very narrow specificities (at the strain 
level) and others infect several host species71. Another 
example is the ‘Black Queen’ hypothesis72, which posits 
that particular taxa lose the ability to perform certain 
functions (for example, produce vitamins or detoxify 
reactive oxygen species), so they require services from 
other microorganisms in the ecosystem73, leading to  
stable coexistence74.

The sinusoidal shape of the monthly similarity 
curve at the sea surface (FIG. 1a), with peaks at yearly 
intervals and troughs at 6 months offset, indicates that 
seasonal factors (such as day length, temperature and 
wind) are clearly important in the large-scale control 
of the surface community but do not seem to have a 
strong effect at a depth of 150 m (FIG. 1b), which is unsur-
prising given the minimal influence of such factors at 
this depth. A similar sampling approach also revealed 
interannual variability at both SPOT and the western 
English Channel46,50. SPOT and the English Channel 
seem to have similar patterns of short-term, seasonal 
and interannual variability50. The strongest variability 
by far occurs within seasons, followed by weaker but 
detectable interseasonal variability and even weaker 
interannual variability. The strong variability within 
seasons suggests that factors other than temperature, 
day length and additional seasonal factors (such as 
winds or upwelling) are dominant in the control of 
community composition. This includes less predictable 
factors such as day‑to‑day changes in weather (that is, 
daily variations around the monthly climate averages), 
complex currents and biological interactions at several 
trophic levels, as discussed above.
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Automated ribosomal 
intergenic spacer analysis
(ARISA). A microbial 
community fingerprinting 
approach, in which the highly 
variable intergenic spacer 
between the 16S and 18S 
rRNA is amplified by PCR, and 
the products, which vary from 
taxon to taxon, are separated 
and sized by a genetic 
fragment analyser.

As opposed to the monthly similarity plot, the daily 
similarity plots (FIG. 1c,d) show a different scale of control, 
which includes bacterial automated ribosomal intergenic 
spacer analysis (ARISA; also known as fingerprinting)-
based data (FIG. 1c) and data from the same samples 
evaluated by 16S rRNA tag sequencing8,75,76 (FIG. 1d), as 
tag sequencing is now more widely used and is usu-
ally considered to cover more taxa than fingerprint-
ing. Notably, the overall shapes of the curves for both 
approaches are the same, although the between-sample 
similarities (that is, values on the y axis) are slightly 
lower when using ARISA. As we are looking at rela-
tively small temporal differences, to what extent these 
observed temporal variations differ from those of rep-
licate samples needs to be considered (FIG. 1c,d). For 
both methods, samples that were taken 1 day apart 
vary from each other by about 5–10% more than the 
variation between replicate samples. In other words, the 
day‑to‑day variation in community composition is about 

5–10% higher than the variability in the measurement. 
Thus, if this 5–10% variability were to occur randomly, 
the community would be quite different after a week and 
unrecognizable after a month. By contrast, the average 
slope of the variation between consecutive days is only 
about 0.2%, which implies that when the community 
changes, as it does moderately from day to day, the fol-
lowing days are much more likely to return the commu-
nity towards its local average state than to keep changing 
it further from what it was. Again, it seems that there is 
an invisible hand that stabilizes the community within 
well-defined limits. Furthermore, this leads to the stabil-
ity and predictability from month to month and season 
to season. Importantly, the discussion above refers to 
averages that are calculated by examining many samples, 
and the patterns that emerge (including seasonality and 
average day‑to‑day stability) may not be obvious from a 
small number of measurements. This is evident from the 
considerable scatter about the mean (FIG. 1c,d), in which 
any single data point can differ considerably from the 
mean. Therefore, the ‘predictability’ that emerges from 
these studies is, by analogy, much more similar to the 
predictability of monthly climate (which is a long-term 
average), than daily weather (which varies consider-
ably around mean climatic values). In other words, with 
access to long-term data, it is possible to make long-term 
predictions about the likely composition of the average 
microbial community for a given month but not for  
a given day.

Inferring associations from dynamics 
Dynamic microbial systems, unlike systems that are at 
equilibrium or steady state, enable us to examine how 
different organisms change in relation to one another 
and to environmental conditions49,77. Correlations and 
anticorrelations among organisms and environmental 
properties reflect potential direct and indirect interac-
tions. This is a powerful window into the processes that 
operate in complex natural microbial ecosystems, which 
are usually not possible to observe directly. Positive cor-
relations may have direct causes, such as cross-feeding78 
or parasitism, or less direct causes, such as an overlap-
ping preference for similar environmental conditions 
(for example, psychrotrophic organisms that may each 
prefer cold conditions for different reasons). Negative 
correlations may reflect competition, allelopathy, 
predator–prey interactions or a preference for mutu-
ally exclusive environmental conditions. A time series 
has the advantage of enabling the detection of correla-
tions that are delayed in time; in addition to helping to 
separate ‘cause’ (which occurs early) from ‘effect’ (which 
occurs later), time-delayed correlations are probably the 
norm in many ecological interactions, such as classic 
Lotka–Volterra predator–prey or virus–host interactions. 
Confidence in the accuracy of inferred relationships 
among organisms is strengthened when the correla-
tions are robust across locations and long timescales, 
although many relationships probably vary depending 
on timescale, season, other organisms that are present 
and environmental conditions79; such complexity is 
necessary to embrace and has begun to be explored80. 
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Figure 2 | Translation of community dynamics into a microbial association 
network.  a | A graph of four hypothetical organisms that change in abundance over 
time. Note that the relative abundance of organism A is positively correlated with that 
of organism B but with a 1‑month time lag, the abundance of A is also positively 
correlated with that of organism C but is negatively correlated with that of organism D.  
b | A ‘hub-and-spoke’ network showing how organisms B, C and D correlate with 
organism A (which is the hub of the network). Positive correlations are represented as 
solid lines, negative correlations as dashed lines and lagged associations as lines with 
arrows, pointing from the leading towards the lagging organism. c | A network showing 
all of the correlations between all pairs of organisms (A–D), using the solid, dashed and 
arrow lines defined in part b. In addition to what is shown in part b, this also shows 
organism B with a lagged positive correlation to organism C and a lagged negative 
correlation to organism D, and organism C with a negative correlation to organism D.
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Fingerprinting
A range of molecular genetic 
approaches that quickly profile 
the diversity of microbial 
communities in a sample. 
Instead of directly identifying 
individuals by their actual gene 
sequences, fingerprinting is 
based on the length of genes 
or sequence properties (such 
as the location of a restriction 
site), and it shows how many 
variants of a gene are present 
and in what proportions.
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Figure 3 | Network features change dramatically at different timescales and with the inclusion of different 
microorganisms.  All of the networks shown are from the San Pedro Ocean Time-series. A comparison of a daily (part a) 
and a monthly (part b) network shows that the same organisms (members of the SAR11 cluster) are highly intercorrelated 
(meaning that their abundances follow highly similar patterns) on a daily scale over the 5‑week period studied, but not on 
the monthly scale over a decade46,54,90. The daily network shows the most interconnected bacterial module (highly 
intercorrelated taxa)54, and the monthly network includes the same taxa (within the dashed oval) in addition to other 
SAR11 taxa46. ‘S’ indicates SAR11, with S1, S2, S3, and so on, indicating SAR11 subgroups that are the same in both 
networks; ‘A’ indicates Actinobacteria; ‘P’ indicates Photobacterium and ‘U’ indicates unidentified bacterium. Few taxa 
from the daily module are correlated on the monthly scale, showing that relationships vary greatly between scales. The 
bacteria–protist network (part c) has remarkably different connectivity compared with the bacteria–virus network (part d) 
from the same set of samples53. We propose that this reflects a higher specificity in the interactions between bacteria and 
viruses compared with that between bacteria and protists. Circles represent bacterial automated ribosomal intergenic 
spacer analysis (ARISA)-based taxa, V-shapes represent T4‑like myoviruses and diamonds represent protistan taxa. Solid 
lines represent positive correlations, dashed lines represent negative correlations and arrows indicate a 1‑month delayed 
correlation. The darkness of the nodes in parts c and d indicates the number of edges (or correlations) connecting that 
node (see the key), which is particularly high for some bacteria and viruses in part d. Part a is from REF. 54, Nature 
Publishing Group; and parts c and d are from REF. 53, Nature Publishing Group.
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Tag sequencing
A high-throughput method for 
determining the microbial 
community composition in  
a sample via PCR and 
sequencing of a portion of the 
rRNA genes (sometimes other 
genes).

Lotka–Volterra
The most well-known 
mathematical model of 
predator–prey interactions,  
in which predator and prey 
usually oscillate with a time 
offset between them.

Ecotypes
Genetically distinct organisms 
that are adapted to specific 
environmental conditions.  
The term is often used in 
microbiology to avoid the 
difficulties of formally defining 
species.

Although oceanic time-series studies are currently the 
most common applications of correlational network 
analysis, the application of this approach to spatial dis-
tributions has become common in other environments 
(such as soil81–83) and can reveal meaningful correlations 
between taxa and environmental conditions.

Microbial association networks are a useful and con-
venient tool to visualize, display and analyse statistical 
associations84 between many parameters simultane-
ously85–87, including the abundance of members in a 
microbial community88,89. Graphical visualization (FIG. 2) 
is important because of the difficulty in understanding 
multiple correlations when observed in tabular form. 
Association networks usually reveal clusters of co‑occur-
ring organisms, which suggests shared niches, symbio-
sis and other relationships that may be indirect61,88,90. 
Studies at SPOT have shown that association networks 
display different patterns at different timescales (FIG. 3). 
For example, in a set of daily measurements at SPOT, the 
abundances of several SAR11 taxa correlated strongly 
with each other over several weeks54 (FIG. 3a); however, 
these same SAR11 taxa generally did not correlate 
well with each other on monthly sampling scales over 
several years49 (FIG. 3b). This suggests that the typical 

day-to-day environmental changes result in all of these 
SAR11 types responding in a similar manner; however, 
subtle differences — for example, temperature prefer-
ences or interactions with other organisms that change 
considerably from month to month — allow different 
SAR11 types to dominate at different times of the year. 
In addition, bacteria–protist networks differ from bacte-
ria–virus networks53, such that bacteria–virus networks 
are tightly interconnected, whereas bacteria–protist net-
works are more loosely connected (FIG. 3c,d). This might 
be explained by the increased specificity of phages for 
their bacterial hosts compared with the lower specificity 
in interactions between bacteria and protists, irrespec-
tive of whether the protists are a source of nutrition (for 
example, phytoplankton) or a predator (for example, 
bacterivorous flagellata).

Defining an ‘ecological species’, and why we should care. 
The observed predictability of community composition 
within clearly delineated ranges supports the conclu-
sion that most microorganisms occupy well-defined 
niches, and overall there is limited functional redun-
dancy because most microorganisms are not readily 
replaced with another species as operationally defined 
by the methods used (BOX 3). This is further supported 
by the microbial association networks, in which even 
close relatives can show different connections to other 
community members (FIG. 3b). These observations sug-
gest that microorganisms are similar to species of better-
known animals and plants, in which close relatives with 
mostly similar functions constitute different ecological 
species, in some ways analogous to Darwin’s finches91. 
Needless to say, the way that we define microbial taxa 
or species in a practical sense, and questions about how 
closely we want to differentiate close relatives (BOX 3), 
has a huge influence on how we parse and interpret our 
data. Modest changes can greatly alter conclusions; for 
example, all marine cyanobacteria would be considered 
globally distributed if we consider the commonly used 
97% 16S rRNA similarity cut-off, but they have distinct 
spatial and temporal distribution patterns (owing to 
specific oceanographic and biotic properties), which 
are revealed by the finer resolution of analyses based 
on intergenic spacer sequences or other highly resolv-
ing sequences92,93 (BOX 4). It should be noted that what 
is often called ‘redundancy’ in modern microbial ecol-
ogy often refers to shared omic annotation: that is, two 
genes are considered to be redundant if they have the 
same or a similar annotation. However, the relevant 
biological variation that defines species (that is, those 
that occupy distinct niches) might be controlled by the 
affinities or kinetics of proteins rather than their basic 
functions. For example, although two competing spe-
cies might share most of their genes (in terms of annota-
tions), the species that possesses the transporter with a 
higher affinity for a potentially limiting nutrient (such 
as phosphate) would outcompete the other species in 
low-phosphate conditions, whereas the competitor spe-
cies would win at higher phosphate concentrations if it 
has a higher uptake rate. Therefore, for ecological inter-
pretations and relevant characterization of microbial 

Box 3 | What level of phylogenetic resolution to use?

When studying the dynamics of a community, microbial ecologists typically strive to 
differentiate between organisms that have different functions or meet the definition of 
an ‘ecological species’: that is, an organism that occupies a distinct ecological niche. 
However, there are alternative concepts for defining microbial species, and the nature 
of microbial speciation and species-level taxonomy has been the subject of much 
discussion and debate110–114. Many microbiologists consider two organisms to belong to 
the same species if their 16S rRNA sequences show 97% similarity; however, it has been 
repeatedly noted that distinct ecological species are often more similar than this9,115,116. 
Owing to its universality and relative ease of use and interpretation, high-throughput 
16S sequencing is often an informative first step to gain an understanding the 
composition of a community. However, because 16S rRNA is so highly conserved, many 
species with distinct ecological characteristics are difficult or impossible to distinguish 
by typical tag sequencing. For example, distinguishing between the different ecotypes 
of Prochlorococcus (such as those adapted to high-light versus low-light conditions) is 
not possible with standard 16S rRNA high-throughput methods that use percentage 
similarity as a cut-off. Furthermore, the genus Prochlorococcus and the ecologically 
distinct genus Synechococcus are 98% similar in terms of their 16S rRNA sequences; 
hence, out of necessity, studies of cyanobacteria have used alternative approaches, 
such as the sequencing of protein-coding genes or the intergenic spacer (ITS). In 
addition, there are new, non-cluster-based 16S rRNA analyses that are able to resolve 
close, but often ecologically distinct, relatives by careful examination of characteristic 
single-base variants in multiple samples117,118.

As a prominent illustration of the importance of microdiversity among marine 
microbial populations, a recent study at the Bermuda Atlantic Time-series Study (BATS)
revealed hundreds of co‑occurring Prochlorococcus strains, some of which were found 
to be identical by ITS sequencing but differed in terms of the genes encoding proteins 
involved in nutrient uptake and surface structures (possibly owing to the selective 
pressures to evade phage infection or grazing). These subpopulations showed seasonal 
variability, suggesting that their ecological niches differ, even though they belong to 
the same ITS types93. It is likely that Prochlorococcus are not exceptional in terms of such 
microdiversity; a more broadly diverse clade, SAR11, has also been shown to have 
considerable microdiversity at the genomic level119,120. As sequencing costs continue  
to decline, the use of shotgun metagenomics and single-cell genomics promises to 
continue to reveal other genomic variants and ecological specializations within 
lineages through the analysis of suitable highly resolving genes and comparisons of 
multiple samples or via reverse ecology population genomics112.
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Reverse ecology population 
genomics
An approach that uses 
genomic information from 
metagenomes or isolates to 
assess gene flow and the 
nature of populations and 
ecological units (for example, 
‘species’).

Ecogenomic sensors
Devices that are typically  
used by autonomous in situ 
sampling systems to detect 
genome characteristics to 
facilitate the identification of 
organisms or other factors 
(such as nutrients, temperature 
and others).

traits (which are required to define a species), we often 
need to go beyond basic annotations that are commonly 
used in omics today, as finer details often matter.

Conclusions and future prospects
This Review highlights several studies of microbial 
community dynamics, which together with the con-
sideration of variations in the physical, chemical and 
biological properties of the environment provide valu-
able insights into the functioning of marine microbial 
systems. For example, each distinct microorganism 
or species (BOX 3) occupies a unique or largely unique 
niche that defines its relationship with other organ-
isms; marine microbial systems show resilience and 
long-term stability in terms of their average com-
munity composition despite considerable short-term 
variation; and associations between the various play-
ers in the ecosystem over different timescales seem to 
be driven by different underlying causes. The patterns 
and interactions that emerge are reminiscent of those 
that occur among animals and plants, despite variation 
occurring on shorter timescales for microorganisms. 
Thus, it is now possible to address major questions from 

classical ecology about the factors and feedback loops 
that promote stability or variability in marine microbial 
networks.

The field is advancing rapidly, especially in terms of 
the volume of environmental sequences being analysed, 
and it is challenging for data analysis to keep pace with 
the generation of data. As is typical for marine microbi-
ology, technological advances will lead the way forward 
to addressing new versions of timeless questions. For 
example, how do top-down, bottom‑up and sideways 
(competitive) controls influence microbial communities 
and what are the functional implications of the diversity 
and dynamics of microbial communities? Researchers 
are moving beyond analysis of community composition 
alone to also integrate data on functional genes, tran-
scripts, proteins and metabolites. Emerging technolo-
gies, such as cell sorting, coupled with genomics can 
provide insights into trophic interactions, population- 
level diversity and dynamics94,95. Continued improve-
ments of ecogenomic sensors96, which enable unattended 
sample collection with matching contextual data at high 
temporal resolution96, will continue to provide physio
logical97,98 and ecological99 insights. Biomarkers — for 

Box 4 | Dynamics of marine cyanobacteria: abundance and diversity

Prochlorococcus and Synechococcus are suitable models for investigating the processes that influence the abundance and 
distribution of bacterial populations in the ocean, as they are globally important (together they contribute ~25% of global 
photosynthesis) and their environmental distributions are known via flow cytometry121,122 and molecular methods123–125. 
Different ecotypes within each genus, often distinguished by intergenic spacer (ITS) sequences92,124, dominate different 
global oceanic regions and depths92 predictably enough that global dynamics can be reasonably modelled126. As many 
representatives are cultivable (including their phages), the physiological nature of the ecotypes and both bottom-up 
controls (resources) and top-down controls (phages and grazing) can be assessed. Even though Synechococcus and 
Prochlorococcus are closely related, their ecological niches are vastly different. In general, Prochlorococcus dominate in 
low-nutrient (and often warmer) conditions, whereas Synechococcus dominate in coastal and nutrient-rich conditions127. 
Their temporal dynamics also differ, showing varied preferences for seasons and environmental conditions. For example, 
in the well-studied subtropical Gulf of Aqaba in the Red Sea, a successional pattern occurs where seasonal upwelling 
triggers rapid growth of eukaryotic phytoplankton14,128, followed within days to weeks by an increase in Synechococcus. 
Prochlorococcus dominate the community following summer stratification129,130, and during the autumn-to‑winter 
transition Synechococcus replace Prochlorococcus as water column turbulence increases. At the Bermuda Atlantic 
Time-series Study (BATS), the successional pattern is similar; however, a peak in Synechococcus does not occur in the 
autumn. At the Hawaii Ocean Time-series (HOT), Prochlorococcus dominate all year round131. In contrast to oligotrophic 
regions, in temperate coastal waters (such as Chesapeake, Woods Hole and San Diego), Synechococcus are often the 
dominant cyanobacterium, even in the summer, but display seasonal variability in total abundance, and their abundance 
is often lowest during the winter125,132,133. In Monterey Bay, California, Synechococcus show a general negative 
correlation with the abundance of eukaryotic phytoplankton, which peak during spring upwelling99. During summer 
stratification, Synechococcus comprise several temporally variable ecotypes123. Daily data from an autumn study showed 
that Synechococcus abundance fluctuates rapidly and is negatively correlated with chlorophyll levels99.

Beyond cyanobacterial seasonal dynamics at the genus level that are probably related to ‘bottom-up’ chemical and 
physical conditions, there are ‘top-down’ influences from co‑occurring and co‑evolving cyanophages132,134–136, which 
often outnumber their host. The extensive cyanobacterial genomic microdiversity, particularly in genomic islands, is 
associated with phage resistance; high host microdiversity presents a wide array of ‘moving targets’ for phages and thus 
may result in phage resistance at the community level, which may be one way that cyanobacteria avoid having their 
populations reduced greatly by phage infection69,70. Indeed, several microdiverse Synechococcus variants123,137 show 
seasonal dynamics that often correspond to phage genotype dynamics136,138, and observations of environmental 
Prochlorococcus phages suggest that they are positively correlated with Prochlorococcus abundance139. Phages obviously 
affect these communities, but we are still left with an important question: to what extent and on what scales do 
environmental cyanophage populations manipulate and change the host strains present, or alternatively, under what 
conditions (if any) do phages essentially follow the abundance of successful host strains within these communities, 
without substantially altering the community composition that has been primarily determined by other bottom‑up and 
top-down controls? Recent methodological advances have enabled the identification and enumeration of infective 
cyanophages in the sea, and following the cyanobacterial and cyanophage dynamics should help to shed light on 
controls of these populations and the ecological implications95,140. It will be some time before we know how well these 
cyanobacterial systems reflect marine bacteria in general.
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example, specific proteins (such as IdiA) or sphingo
lipids — facilitate the assessment of limiting factors 
and microbial processes, such as iron stress or viral 
infection, and will be valuable in exploring functional 
implications and the forces influencing microbial com-
munities100–102. Finally, continued software development 
for data management and processing is needed to uti-
lize the ever-increasing amount of data (especially omic 
data) that are generated. In particular, development and 

application of algorithms to detect multicomponent 
interactions will help to explore the complexity inher-
ent in microbial communities88. Improvements in the 
assembly, identification and binning of environmental 
omic data that help to identify the origins of taxa (includ-
ing the parsing of close relatives), and improvements in 
functional annotation for well-designed experiments 
will continue to be major drivers of future progress in  
this field103,104.
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